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value = 1 - Pr(like) + 3 - Pr(comment) + 10 - Pr(share)
+ 4 - (expected dwell time) - 6 - Pr(fake account)

- 7 - Px(low quality news) - 10 - Pr(clickbait)
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Are recommenders shortening attention spans?
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Without access

With platform data

With on-platform
experiments

AVAILABLE STUDY TYPES

MAJOR LIMITATIONS

%  Simulations
*  Off-platform experiments

Ecological validity

All of the above, plus

%  Observational studies

Data scope & quality
Causal inference

All of the above, plus

*  On-platform experiments

Ability to generalize
Isolation of cause/effect
Ethical considerations
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Abstract

Research on ideological biases and polarization on social media platforms
primarily focuses on news and political content. Non-political content,
which is vastly more popular, is often overlooked. Because partisanship is
correlated with citizens’ non-political attitudes and non-political content can
carry political cues, we explore whether ideological biases and partisan
segregation extend to users’ non-political exposures online. We focus on
YouTube, one of the most popular platforms. We rely online data from
American adults (N = 2,237). From over 129 million visits to over 37 million
URLs, we analyze 1,037,392 visits to YouTube videos from 1,874 participants.

C right 2023 Magdalena Wi ak,
We identify YouTube channels of 942 news domains, utilize a BERT-based opyright (c) s i

Rong-Ching (Anna) Chang, Ericka

classifier to identify political videos outside news channels, and estimate 9 ol ) 9
Menchen-Trevino

the ideology of all the videos in our data. We compare ideological biases in A2l

exposure to (a) news, (b) political, and (c) non-political content. We examine
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Emotion shapes the diffusion of moralized
content in social networks

an Bavel ©

June 26,2017 114(28)7313-7318

A 120,294 | 365

Significance

Twitter and other social media platforms are believed to have altered the course of
numerous historical events, from the Arab Spring to the US presidential election. Online
social networks have become a ubiquitous medium for discussing moral and political
ideas. Nevertheless, the field of moral psychology has yet to investigate why some moral

and political ideas spread more widely than others. Using a large sample of social media

communications concerning polarizing issues in public policy debates (gun control, same-

sex marriage, climate change), we found that the presence of moral-emotional language
in political messages substantially increases their diffusion within (and less so between)

ideological group boundaries. These findings offer insights into how moral ideas spread

Article | Published: 10 June 2021

Reconsidering evidence of moral contagion in online
social networks

Jason W. Burton &, Nicole Cruz & Ulrike Hahn

Nature Human Behaviour 5,1629-1635 (2021) | Cite this article

14k Accesses | 15 Citations | 146 Altmetric | Metrics

Abstract

The ubiquity of social media use and the digital data traces it produces has triggered a
potential methodological shift in the psychological sciences away from traditional,
laboratory-based experimentation. The hope is that, by using computational social science
methods to analyse large-scale observational data from social media, human behaviour can
be studied with greater statistical power and ecological validity. However, current standards
of null hypothesis significance testing and correlational statistics seem ill-suited to markedly
noisy, high-dimensional social media datasets. We explore this point by probing the moral
contagion phenomenon, whereby the use of moral-emotional language increases the
probability of message spread. Through out-of-sample prediction, model comparisons and
specification curve analyses, we find that the moral contagion model performs no better than
animplausible XYZ contagion model. This highlights the risks of using purely correlational
evidence from large observational datasets and sounds a cautionary note for psychology’s
merge with big data.
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TYPE OF STUDY
Interventional
Non-interventional

Natural experiments...

If all confounders are known
and measurable...

If some confounders are unknown
or unmeasurable...

AVAILABLE METHODS

experiments

differences-in-differences
regression discontinuity

instrumental variable

subclassification
matching

propensity scoring

synthetic control



AVAILABLE STUDY TYPES MAJOR LIMITATIONS

With platform data All of the above, plus e Datascope & quality
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AVAILABLE STUDY TYPES MAJOR LIMITATIONS

With on-platform All of the above, plus e  Ability to generalize

i . ° Isolation of cause/effect
experiments % On-platform experiments o Ethicalconsiderat{ons
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Like-minded sources on Facebook are
prevalentbut not polarizing

https://doi.org/10.1038/s41586-023-06297-w
Received: 21 December 2022

Accepted: 7 June 2023

Published online: 27 July 2023

Open access

M Check for updates
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Many ¢ concerns about the prevalence of ‘echo chambers’ on social medi:
and their potential role inincreasing political polarization. However, the lack of
available data and the challenges of conducting large-scale field experiments have
made it difficult to assess the scope of the problem®?. Here we present data from
2020 for the entire population of active adult Facebook users in the USA showing that
content from ‘like-minded’ sources constitutes the majority of what people see on
the platform, although political information and news represent only a small fraction
of these exposures. To evaluate a potential response to concerns about the effects of
echochambers, we conducted a multi-wave field experiment on Facebook among
23,377 users for whom we reduced exposure to content from like-minded sources
during the 2020 US presidential election by about one-third. We found that the
interventionincreased their exposure to content from cross-cutting sources and
decreased exposure to uncivil language, but had no measurable effects on eight
preregistered attitudinal measures such as affective polarization, ideological
extremity, candidate evaluations and belief in false claims. These precisely estimated

results suggest that although exposure to content from like-minded sources on social
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value model
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with content
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User engages with some types System shows more User’s preferences and beliefs
of content more than others. of that content. align with what is shown.
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Reinforcing Spirals: The Mutual Influence of
Media Selectivity and Media Effects and
Their Impact on Individual Behavior and
Social Identity

Michael D. Slater

School of Communication, The Ohio State University, Columbus, OH 43210
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The attitudinal or behavioral outcomes of media use can be expectec Media use
tion of and attention to media content. This process can be concept

mutually reinforcing spirals akin to positive feedback loops in gene
This reinforcing spirals perspective highlights the need for longiti
mutually influencing media selection and effects processes; study of
processes in youth and adolescent identity development; and analysis
chological factors that control, dampen, or eventually extinguish th
spirals. This perspective may also, more speculatively, be extended to|

tenance of social identity for political, religious, and lifestyle group.
a reinforcing spirals model to theories including spiral of silence, ag Belief, attitude,
ing, cultivation, selective attention, and uses and gratifications is als behavior

Media use

Media use

doi:10.1111/j.1468-2885.2007.00296.x

Time 1

Belief, attitude,
behavior

Belief, attitude,

behavior

Time 2

Time 3




Often the overall (average) effects are negligible, but:
e subgroup effects

e cumulative effects



external validity.

In contrast, RCTs or natural experiments make no claim to global knowledge. But
simply taking the results of one of these intensively internally validated studies and
assuming that they will hold in a “similar" context---perhaps one with blunt covariate

adjustments---is an absurd allocation of rigor. It's like designing and executing a moon

landing and then sending the same ship to Mars with triple the fuel and assuming

things will work out.

So: the biggest problem in quantitative methodology is about external validity /

kevinmunger.substack.com/p/meta-science-is-political-methodology



Quantitative description is cheap, and much of the cost is fixed. In contrast,
causal knowledge is expensive and much of the cost is marginal. The
marginal cost of updating [a political] database and the [some modeled]

scores for each session of Congress is much lower than the fixed cost of

creating those models in the first place. In contrast, the marginal cost of re-

running a Twitter RCT every time Twitter’s userbase or platform policies

change is very high.

— Kevin Munger, In Favor of Quantitative Description (2020)
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Objecting to experiments that compare two
unobjectionable policies or treatments

May 9, 2019 116 (22) 10723-10728
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Significance

Randomized experiments—Ilong the gold standard in medicine—are increasingly used
throughout the social sciences and professions to evaluate business products and
services, government programs, education and health policies, and global aid. We find
robust evidence—across 16 studies of 5,873 participants from three populations

spanning nine domains—that people often approve of untested policies or treatments (A

or B) being universally implemented but disapprove of randomized experiments (A/B
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Facebook is testing its 'less
political' News Feed in 75 new

countries

The company introduced the changes in the US in August.

Karissa Bell
&




Ranking by Engagement

AUTH
Tom Cunningham, Integrity Institute

er
van Harris
fyou f

Six observations on ranking by engagement on social media platforms:

1. Platforms rank content primarily by the predicted probability of engagement. Platforms choose for each thié note-use
user the items they are predicted to click on, or reply to, or to retweet, etc.! me an email anc

. Platforms rank by engagement because it increases user retention. In experiments which compare
engagement-ranked feeds to unrank{
consistently show substantially highe
engagement not in itself but as a me{

retention would choose retention. retentiveness engagement  quality sensitivity preference

. Engagement is negatively related t :
has low scores by various measures g retentiveness + + 0 +
misinformation. Intuitively this is bec
appealing content is often the most
consequence platforms often supple
for content quality.

engagement

- . alit
. Sensitive content is often both eng q y
prevalence of various types of “sensit|

politics, etc.. However unlike low-qual sensitivity
retention, implying that sensitivity is |

. Sensitive content is often preferred prefere ce




“If a candidate has a significant impact on an important
Feed-level metric ... then we present that candidate for
review at the main Feed experiment review meeting

If a candidate has a significant impact to an IFR guardrail
... then that can be a blocker, depending on our backtest
and the benefits of the launch.

If a candidate significantly impacts an XFN metric ... then
we discuss the impact and cost/benefit with the
appropriate XFN partner...”

— Facebook, Evaluating News Feed Ranking Experiments



RETENTION ENGAGEMENT QUALITY SENSITIVITY PREFERENCE
METRIC METRIC METRIC METRIC METRIC

If a proposed change causes a metric to leave a specified interval, the change is not deployed until
the person proposing the change has negotiated with the person responsible for the metric.
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Official Journal

of the European Union

Legislation

Article 40

“Upon a reasoned request from the Digital Services
Coordinator of establishment, providers of very
large online platforms or of very large online search
engines shall, within a reasonable period, as
specified in the request, provide access to data to
vetted researchers who meet the requirements in
paragraph 8 of this Article, for the sole purpose of
conducting research that contributes to the
detection, identification and understanding of
systemic risks in the Union, as set out...”



IN THE SENATE OF T UNITED STATES

DECEME

A BILL

"o support research about the impact of digital communica-

1
s
3
4
5
6
7

SECTION 1. SHOR!

(a) SHORT

Data access.

Independent researchers submit proposals to the
National Science Foundation. If approved,
platforms required to provide the necessary data,
subject to privacy + cybersecurity protections.

Safe harbor for automated data collection.

Prevents social media companies from suing or
criminally accusing public interest researchers who
scrape public-facing platform data, so long as the
researcher uses appropriate privacy safeguards.
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How Tech Regulation Can Leverage Product Experimentation Results

Nathaniel Lubin, Ravi lyer
Tuesday, July 11, 2023, 8:00 AM
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Mandated visibility into product experimentation would allow regulators to
audit platform design choices to prevent societal harm.
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